Protein networking: insights into global functional organization of proteomes
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The formulation of network models from global protein studies is essential to understand the functioning of organisms. Network models of the proteome enable the application of Complex Network Analysis, a quantitative framework to investigate large complex networks using techniques from graph theory, statistical physics, dynamical systems and other fields. This approach has provided many insights into the functional organization of the proteome so far and will likely continue to do so. Currently, several network concepts have emerged in the field of proteomics. It is important to highlight the differences between these concepts, since different representations allow different insights into functional organization. One such concept is the protein interaction network, which contains proteins as nodes and undirected edges representing the occurrence of binding in large-scale protein-protein interaction studies. A second concept is the protein-signaling network, in which the nodes correspond to levels of post-translationally modified forms of proteins and directed edges to causal effects through post-translational modification, such as phosphorylation. Several other network concepts were introduced for proteomics. Although all formulated as networks, the concepts represent widely different physical systems. Therefore caution should be taken when applying relevant topological analysis. We review recent literature formulating and analyzing such networks.

Keywords:
Complex networks / Interactomics / Network biology / Protein networks / Systems biology

1 Introduction

1.1 General remarks

Although large-scale high-throughput experimental techniques have greatly increased our knowledge, understanding the global organization of proteomes is still by far incom-
large numbers of elements and are used in scientific disciplines as diverse as sociology, epidemiology, molecular biology and physics. The network approach to complex systems has led to insights into evolution of networks and shed light on the interplay between structure and function. The main goal is to relate the structure, or ‘topology’, of networks to the biological function. Insights into the global topological organization of networks summarizing relationships between proteins will provide insights into functional organization of proteomes. Future advances will enable to understand complex diseases in terms of complex networks [3, 4] (see also dedicated sessions at the Pacific Symposium on Biocomputing (Pacific Symposium on Biocomputing. 2006, http://psb.stanford.edu/psb-online/proceedings/psb06/#protein and Pacific Symposium on Biocomputing. 2007, http://psb.stanford.edu/psb-online/proceedings/psb07/#protein)).

This review is meant to summarize and discuss the current status of network formulation and analysis in the field of proteomics. The goal of this review is to enlighten experimental proteomic researchers with concepts from Complex Network Analysis and to highlight the importance of formulating and analyzing networks. Therefore, we start out by introducing the basic concepts of Complex Network Analysis, a quantitative framework to investigate large complex networks using techniques from graph theory, statistical physics, dynamical systems and other fields. On the other hand, we would like to reach the community of Complex Network Analysts and make them appreciate the biological meaning of the networks in order to perform most effective analysis.

We discuss two main network models for proteomics. The first is the protein interaction network (PIN) (Fig. 1A), which summarize protein-protein binding events on a proteome-wide scale. PINs constitute the first network-oriented approach to proteomics resulting in a huge body of literature. The formulation of PINs opened doors to novel re-search and insights into large-scale organization and evolution that can not simply be obtained without an explicit network perspective. We give an unambiguous definition for PINs. Experimental procedures to discover protein-protein binding interactions are reviewed and computational approaches for network fine-tuning using information from different data sources are discussed. To conclude this part we review the literature on Complex Network Analysis of PINs.

The second network model we define and discuss is the protein-signaling network (PSN) (Fig. 1B), in which the nodes correspond to levels of post-translationally modified forms of proteins and directed edges to causal effects through post-translational modification, such as phosphorylation. We review the current state of art in experimental techniques for high-throughput discovery of phosphorylation events and the formulation of PSNs. The application of tools from Complex Network Analysis to PSNs is not as extensive as for PINs, but this will change in the future as PSNs are more interesting than PINs in terms of information processing. We review results in this area and highlight biological insights resulting from a network-oriented perspective.

The review is concluded by describing other network concepts for proteomics that are expected to have a lower impact than PINs and PSNs for the understanding of the functional organization of living cells.

2 Introduction to complex networks analysis

2.1 Introduction to networks

Biological systems are complex, with many components (genes, proteins, proteins complexes, transcription factors, etc.) interacting and reciprocally regulating in an orchestrated
way. At an abstract level we can simplify these systems and represent them as a collection of nodes, representing the interacting elements, connected by edges, representing the pair-wise interactions between the nodes. As effectively stated by Newman we have to answer the fundamental question “How can I tell what this network looks like, when I can’t actually look at it?” [5]. Complex Network Analysis precisely does this; it enables us to characterize the structure, or topology, of large complex networks. Below we give the basic terminology and concepts used in Complex Network Analysis. For a more in depth account we refer the interested reader to books and reviews: [5–11].

Nodes represent the system components, the variables, the actors. Nodes are graphically often depicted as small circles (Fig. 2). Edges represent certain relationships, or interactions, between the nodes, sometimes called ‘connections’, or ‘links’. Depending on the nature of the interaction, the edges may be directed (Fig. 2a), distinguishing between a source (or regulator) and a target (or regulated), or undirected (Fig. 2b). A network with directed edges is called a directed network, while one with undirected edges an undirected network. Directed edges are often depicted as arrows starting in the source node and ending in the target node. Undirected edges are simply lines drawn between two nodes. An edge can represent the presence of a relationship, but can also have an associated numerical value corresponding to the strength, or weight, of the relationship. A network carrying such numbers on the edges is called a weighted network.

It is also possible to associate a categorical variable to each link, called color, representing for instance the type of the interaction. The nodes can be of different kinds as well, for instance genes or proteins, and then can be themselves colored [5].

Networks can be represented graphically, but for analysis it is useful to describe them as matrices. The adjacency matrix is a square $n \times n$ matrix, where $n$ is the number of nodes, with entries $(i,j)$ equal to 1 if there exists an edge from node $i$ to node $j$ and 0 otherwise. This matrix is typically very sparse for real world networks and is symmetric for undirected networks. For a weighted network the non-zero entries have real values instead of 1.

Two nodes connected by an edge are called adjacent or neighbors, the set of nodes adjacent to node $i$ is called the neighborhood of $i$. A sequence of adjacent nodes is called a path. For directed network paths are directed and run along the edge directions. Directed networks are cyclic if there exists at least one directed path from a node back to itself, or acyclic if no such paths are present. Cliques are fully connected subsets of nodes where each node is adjacent to all others (Fig. 2).

The weak component to which a node belongs is the set of nodes that can be reached from it by undirected paths. Large networks can have several separate components of which the largest component is usually subjected to analysis. For directed networks the division into components is more nuanced since the edge directions are taken into account. In the bow-tie representation [12–15] all nodes are assigned to one of the following groups: strongly connected component (SCC) which contains nodes which can all reach each other through directed paths, in-component containing nodes that can reach the SCC through directed paths, but can not be reached from the SCC, and out-component containing nodes that can be reached by the SCC but can not reach the SCC through directed paths.

The first local characterization of a network is the node degree. The degree $k$ of a node is simply the number of edges attached to it (Fig. 2). In the case of directed network we can distinguish between in-degree ($k_{in}$), the count of incoming edges, and out-degree ($k_{out}$), the count of outgoing edges. By averaging over all the nodes it is immediate to get the average degree.

By considering all node degrees we can obtain a global quantity, the degree distribution $P(k)$, which gives the percentages of nodes for each degree $k$ (Fig. 2b). In the case of directed network, we can build the joint distribution $P(k_{in}, k_{out})$ of having $k_{in}$ in-edges and $k_{out}$ out-edges (Figs. 2a and c). In the latter case, by summing the joint distribution on the in-degree we can recover the out-degree distribution itself, and vice versa. These distributions can be formally defined by summing on the columns or rows of the adjacency matrix [8]. The maximum degree is often a useful parameter, simply defined as the maximum of all node degrees.

Degree mixing is an important network feature, capturing how nodes with a particular degree interact with others nodes of particular degree. In assortative networks nodes with high degree tend to pair up with nodes with high degrees [16, 17], while networks in which nodes with high degree tend to pair up with nodes with low degrees are called disassortative. In the latter networks, the highly connected nodes seem to ‘repel’ each other.

Networks can be represented graphically, but for analysis it is useful to describe them as matrices. The adjacency matrix is a square $n \times n$ matrix, where $n$ is the number of nodes, with entries $(i,j)$ equal to 1 if there exists an edge from node $i$ to node $j$ and 0 otherwise. This matrix is typically very sparse for real world networks and is symmetric for undirected networks. For a weighted network the non-zero entries have real values instead of 1.

Two nodes connected by an edge are called adjacent or neighbors, the set of nodes adjacent to node $i$ is called the neighborhood of $i$. A sequence of adjacent nodes is called a path. For directed network paths are directed and run along the edge directions. Directed networks are cyclic if there exists at least one directed path from a node back to itself, or acyclic if no such paths are present. Cliques are fully connected subsets of nodes where each node is adjacent to all others (Fig. 2).

The weak component to which a node belongs is the set of nodes that can be reached from it by undirected paths. Large networks can have several separate components of which the largest component is usually subjected to analysis. For directed networks the division into components is more nuanced since the edge directions are taken into account. In the bow-tie representation [12–15] all nodes are assigned to one of the following groups: strongly connected component (SCC) which contains nodes which can all reach each other through directed paths, in-component containing nodes that can reach the SCC through directed paths, but can not be reached from the SCC, and out-component containing nodes that can be reached by the SCC but can not reach the SCC through directed paths.

The first local characterization of a network is the node degree. The degree $k$ of a node is simply the number of edges attached to it (Fig. 2). In the case of directed network we can distinguish between in-degree ($k_{in}$), the count of incoming edges, and out-degree ($k_{out}$), the count of outgoing edges. By averaging over all the nodes it is immediate to get the average degree.

By considering all node degrees we can obtain a global quantity, the degree distribution $P(k)$, which gives the percentages of nodes for each degree $k$ (Fig. 2b). In the case of directed network, we can build the joint distribution $P(k_{in}, k_{out})$ of having $k_{in}$ in-edges and $k_{out}$ out-edges (Figs. 2a and c). In the latter case, by summing the joint distribution on the in-degree we can recover the out-degree distribution itself, and vice versa. These distributions can be formally defined by summing on the columns or rows of the adjacency matrix [8]. The maximum degree is often a useful parameter, simply defined as the maximum of all node degrees.

Degree mixing is an important network feature, capturing how nodes with a particular degree interact with others nodes of particular degree. In assortative networks nodes with high degree tend to pair up with nodes with high degrees [16, 17], while networks in which nodes with high degree tend to pair up with nodes with low degrees are called disassortative. In the latter networks, the highly connected nodes seem to ‘repel’ each other.

Example of directed (a, c) and undirected networks (b). For each network the degree distribution is given, for undirected network (b) we also gave the clustering coefficient. Nodes l, J and K form a clique. The Figure is taken from [6].
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Another important measure is the clustering coefficient, a measure of the network cohesiveness, that is how densely connected are the node and its neighborhood. In the case of undirected networks, the node clustering coefficient [18] of node \( i \) is defined as the number of edges between nodes adjacent to \( i \), divided by the number of possible edges between them (Fig. 2). In other words, it quantifies how similar the neighborhood of node \( i \) is to a clique. The clustering coefficient \( C \), a global measure, is then obtained by averaging the node clustering coefficients over all nodes. An alternative definition of clustering coefficient comes from social sciences, where it is defined as the ratio between the number of triangles in the network and the number of connected triples of nodes, divided by a factor of three to correct for over-counting of triangles. The difference between these two definitions is that the former tends to weight heavily the contribution of low-degree nodes [5]. In other words, \( C \) is the probability that two neighbors of a given node are themselves adjacent [5, 19].

Joining the two concepts of degree and clustering coefficient, we can define the clustering coefficient distribution, \( C(k) \), as the average clustering coefficients of all nodes having degree \( k \). In the case of directed networks the same definitions hold, simply using undirected version of the networks and the node degree \( k = k_{in} + k_{out} \); however, it is also possible to distinguish between downstream and upstream contributions with respect to a specific node allowing to define the downstream and upstream clustering coefficient [20]. Again, the clustering coefficient can be formally defined by appropriate summing of the product of two adjacency matrix elements.

In the network, a naturally emerging concept is the shortest path length between two nodes, also called geodesic distance. It can be generalized to weighted networks as the minimum sum of weights along the path between two nodes. The largest shortest path length is defined as the network diameter. The diameter and the average geodesic distance then provide an estimate of the network overall navigability. To avoid problems with unconnected nodes the average path length can be defined as the harmonic (instead of arithmetic) average [5]. The shortest path length distribution, \( P(l) \), is a third important global network feature, defined as the percentage of shortest path lengths of each size \( l \).

Notice that while average degree, path length and clustering coefficient depend on the number of nodes and edges in the networks, \( P(k) \), \( C(k) \) and \( P(l) \) do not and could be used to capture generic features and thus classify and compare various networks [2].

Another important concept is centrality, which quantifies the topological importance of a node (or edge) in a network. Several centrality measures have been proposed [21]:

(i) degree centrality: nodes with a large number of edges have high centrality;

(ii) closeness centrality: nodes with short paths to all other nodes have high centrality;

(iii) betweenness centrality: nodes (or edges) which occur in many of the shortest paths have high centrality.

### 2.2 Theoretical network models

Many theoretical network models have been proposed with the main goal of trying to capture features observed in real world networks. The first widely used model dates back to the pioneering work of Erdös and Renyi [22] and is called the random graph (Fig. 3A). In the remainder of this paper, we will refer to this model as the ER-network. To generate an ER-network given a fixed number of nodes, \( n \), an edge between any two pair is iteratively added with probability \( p \), until all possible distinct pairs have been taken into account \((n(n-1)/2)\) steps). Despite the simplicity of the model and the very few parameters \((n,p)\) this network is capable to show an impressive number of non-trivial behaviors and even mimic some features of real networks [23]. It is of course quite uniform or democratic: every node has the same average neighborhood. This statistical homogeneity is essentially the reason for which the degree distribution (that can be shown to follow a Poisson distribution) is peaked around the mean (Fig. 3Ab) and the clustering coefficient distribution is flat with a small average clustering coefficient (Fig. 3Ac). ER-networks are then quite well described by global average quantities. The shortest path distribution is peaked around small values and the average path is order of \( \log(n) \), much smaller than \( n \), an effect called “small world” [18]. Most real world networks seem to share such small world feature, likely due to the associated higher efficiency in the transfer of information or materials [18]. The first model capable to capture both the correct average shortest path and high, size-independent, clustering coefficient, was proposed by Watts and Strogatz [18]. This model is here referred to as the WSNetwork. The generating algorithm starts from a set of nodes regularly disposed on a lattice and then randomly rewires the edges with a fixed probability.

As for ER-networks, the degree distribution of the WSNetwork is also peaked around the mean value [24]. However, many degree distributions of real world networks have typically ‘fat tails’: they can have a few, but not negligible, number of nodes with degrees much higher than the average. In addition, many real world networks also show to be modular in structure, i.e. they contain certain distinguishable substructures. Even if ER-networks have a uniform character without hierarchical structures, some authors demonstrated they could nevertheless show high modularity, due to the fluctuations of the link formation process [25]. This fact is of paramount importance when assessing the statistical meaningfulness of modularity-based results on complex networks of whatever nature.

For many real world networks the degree distribution follows a power law \( P(k) \sim k^{-\gamma} \), for some real positive \( \gamma \), typically between 1 and 3. This behavior reflects the fact that most of the nodes have few edges, while only a few nodes, called hubs, have high degree [26]. These are the so-called scale-free networks (Fig. 3B), here denoted by Barabasi-Albert (BA) networks, because there is no scale: the mean degree (scale) is not a good measure to characterize indi-
Figure 3. Example of random (A), scale-free (B) and hierarchical scale-free (C) undirected networks. For each network a pictorial representation (Aa, Ba, Ca), the degree distribution (Ab, Bb, Cb) and the clustering coefficient distribution (Ac, Bc, Cc) are given. The Figure is taken from [2].

Individual nodes (as it does in ER-networks). The dispersion (standard deviation) of \( P(k) \), diverges for \( a \leq 3 \), meaning that for \( a > 3 \) there are essentially no hubs, while for \( a \leq 3 \) hubs emerge, and the smaller the value of \( a \), the larger the hubs. In the case of \( a < 3 \) the average path length is order of \( \log(\log(n)) \) much smaller than \( n \), an ultra-small world property [2]. This kind of network can be grown using the principle of preferential attachment, in which the nodes are subsequently added to the network and are more likely to form links with higher degree nodes [26]. The starting configuration strongly influences the properties of the resulting networks [21]. Duplication and divergence models, in which individual nodes are occasionally copied and subsequently mutated with a certain probability, are more biologically motivated and can produce power law distributions as well [27]. Unfortunately, the average path length of the proposed models are too low compared to real networks and their clustering coefficient distribution is flat (Fig. 3Bc). In fact, many real world networks actually show a clustering coefficient distribution with power law tails, \( C(k) \sim k^{-\beta} \), with \( \beta \) typically between 1 and 2, suggesting that lower degree node neighborhoods are highly cohesive; nodes with fewer edges tend to have higher clustering coefficients [28]. For many networks, a typical value of \( \beta = 1 \) is the signature of hierarchical structure (Fig. 3C): sparsely connected nodes tend to belong to highly clustered areas, which in turn are connected by a few internal hubs [2]. A simple model reproduces such properties: the starting point is a small cluster of \( p \) densely linked nodes, which is replicated a certain number \( q \) of times. Then, edges are added between the central nodes of each of the replicas and the original cluster. It has been shown that for suitable parameter choice \( (p = 4, q = 3) \) the model reproduced both power law exponent \( a = 2.26, \beta = 1 \) and \( C = 0.6 \) (size independent) [28]. Another important model is the geometric random network, generated by randomly placing nodes uniformly on a bounded grid, for instance a circle, and connecting two nodes only if their distance is less than a threshold.

2.3 Sub-graph-based characterization

Motifs are small sub-graphs that are overrepresented in a network when compared to a null model [29]. The null model could be for instance a random graph [30] or, arguably better, a rewired version of the network under consideration with the same degree distribution. Motifs are sub-global topological features, linking the local organization to large-scale clustering properties, and are in no trivial way related to the clustering and degree distribution [31]. Motifs may provide insight into both the structure and function of regions of the
whole network, and even help to develop models for the evolution of biological networks [21]. Some authors believe that motifs may be seen as the atomic constituents of networks and thus can define universal classes of networks [32]. Motifs can be identified in directed as well as undirected networks. Obviously, there are many more directed subgraphs than undirected ones: for example, there are 13 unique directed 3-node motifs, while there are just two undirected (Fig. 4). Abundance of a given motif when compared to a reasonable null model is always an interesting signal, but one should be careful when relating such findings to functional biological aspects: which null model to use is still a controversial topic [30, 33, 34]. Furthermore, different types of networks may require different null models.

Local connection patterns can be used to classify and compare networks [32, 35]. For this purpose, Przulj et al. [35–37] proposed the concept of graphlet distribution as a powerful generalization of degree distribution. For instance, for a given node, they count the number of graphlets of the kind G1 (Fig. 5) the node is connected to. The node can link to G1 in two topologically distinguishable ways: to a central node or to a lateral node. Therefore, G1 represents two graphlets. In the same way, it is immediate to build all the 73 topologically distinct graphlets with two-to-five nodes, as shown in Fig. 5. Using this approach, two networks can be said to be similar if their graphlet distributions are alike.

Many authors [21, 38, 39] observed that most current research still focus on global network properties (average shortest path, clustering coefficient, assortativity, degree distribution, etc.), while most real networks are not homogeneous but have a clear modular structure. Modules can be determined in many different ways from the topology of networks [21]. One of the most recent and widely used techniques is based on modularity optimization [40, 41], in which the network is partitioned into modules in a way that maximizes the difference between the number of edges inside modules and the number of edges between modules. Quickly a debate emerged: first, it is surprising how many random graphs can present partitions with large modularity [8, 25]. Secondly, modularity optimization may fail to identify modules smaller than a typical scale that depends on the total number of links and on the degree of interconnectedness between modules [42].

Other authors proposed a method that allows for screening multiple resolutions of the modular structure [43]. In this way, they abandoned the idea to maximize the modularity and thus find one static division in communities, but instead used the modularity as a detector to measure and access simultaneously to all the new scales of description of complex networks [43].

Complex Network Analysis provides a quantitative framework to understand different types of networks (Fig. 1). In order to be able to apply such tools in proteomics we need reliable representations of relationships between proteins as networks. One such representation is the PIN.

3 Protein interaction networks

3.1 Introduction to protein interaction networks

We here define (consistently with many other authors) PINs as networks in which the nodes represent proteins and edges represent physical binding interactions between them. Two
3.2 Curated protein interaction databases

Several databases for protein interactions have been curated from the literature and are continuously updated. These include DIP [56–58], BIND [59–61], MIPS [62, 63], MINT [64, 65] and REACTOME [66, 67]. The overlap between the databases is very small [68, 69], making it difficult to obtain confidence in the interactions. On the other hand, it could be argued that each such database contains a different, slightly overlapping, sample of the entire network and that combining them would provide a better estimate of complete PINs. This idea may be supported by the fact that estimated sizes of PINs exceed the number of interactions currently stored in each of the databases [70, 71]. Most of the interactions in these databases are extracted from literature on ‘small-scale experiments’ (as opposed to ‘high-throughput experiments’). While in general discoveries in small-scale experiments are assumed to be of better quality than those by high-throughput experiments one could argue that the opposite is true: high-throughput experiments give rise to a high false-positive rate, in the sense that although these proteins truly physically bind they will never do so inside cells, because of different localization, or because they are never simultaneously expressed. False negatives may occur because PTMs crucial for interaction might be lacking (for instance between phosphoproteins and phosphoprotein-binding domains) by localizing the hybrid proteins in the nucleus and by expressing non-yeast proteins in yeast. Most results from Complex Network Analysis (see below) are obtained from two yeast PIN obtained by Y2H.

3.3 The yeast two-hybrid system

The yeast two-hybrid system (Y2H) is a method to test pairwise protein-protein interactions [72] and has been used for nearly two decades [73]. The system has been employed for high-throughput discovery of protein interactions [47, 48, 51]. The technique allows the detection of an interaction between a bait protein, which is fused to the DNA binding domain of the Gal4 transcription factor, and a prey protein that is fused to the transcription activation domain of Gal4. An interaction between the bait and prey proteins reconstitute proximity of the separate Gal4 domains and restore Gal4 function. The output of the interaction is the Gal4-dependent activation of several reporter genes, and nuclear localization signals are included in the fusion proteins to allow the interaction to take place in the nucleus. Of course, forcing two proteins together will give rise to a high false-positive rate, in the sense that although these proteins truly physically bind they will never do so inside cells, because of different localization, or because they are never simultaneously expressed.

The networks obtained from TAP studies are different from the PINs as defined above. This is because the authors assume edges between the bait and any other protein that is co-purified with it. This way, proteins within the same complex will be joined by edges, while this does not necessarily mean direct physical binding between them. For example, if bait A co-purifies B and C, but A only directly binds B which in turn binds C there will be an interaction between A and C which does not correspond to a direct physical binding. It was shown that computational discovery of protein complexes from TAP-derived networks is more accurate than from Y2H-derived networks [76] by comparing predicted complexes to the ones present in the MIPS database. This is
expected because the TAP-derived networks explicitly include information about protein complexes through the additional indirect edges. While for this purpose TAP-derived networks are superior, investigations into the large-scale organization of the proteome requires networks that reflect precisely the ‘wiring’ structure of physical binding, i.e. PINs such as defined above, with only edges that correspond to direct physical binding. Collins et al. [80] combined two important TAP datasets to obtain a high confidence network of 1622 nodes and 9074 edges. Pu et al. [81] showed that protein-complex detection from this network occurred with highest reliability as compared to other datasets.

### 3.5 Protein and peptide chips for proteomic research

Powerful alternatives to Y2H and TAP methods for studying PINs are peptide and protein chips. They consist of arrays of up to thousands of peptide or proteins individually spotted onto a carrier such as a glass slide. Protein and peptide chip experiments allow the quantitative assessment of PINs by applying prey proteins or peptides on the chip and measuring the binding affinities to each of the bait proteins or peptides on the chip [82]. Protein and peptide arrays can also be used for many other purposes (for instance discovery of protein kinase substrates, see below). The major drawback is the lack of physiological context in this in vitro approach.

### 3.6 Probabilistic models and data integration

Protein interaction data present a variable degree of reliability. PINs are expected to be largely incomplete and to contain a number of incorrect edges [44, 69, 83–85]. For each detected interaction, investigating its inherent reliability relies on the definition of a gold standard [86], i.e. a reference set of true-positive interactions – a set of interactions that is assumed to be ‘real’ – and a set of true-negative interactions – a set of interactions that is assumed to be absent. The gold standard dataset can then be used to optimize the performance of computational methods for reliable prediction of PINs. To improve coverage and accuracy it is necessary to combine and incorporate heterogeneous sources of information. Such information includes gene expression data [87–89], knockout phenotypes, subcellular localization, genetic interactions and phylogenetic profiles [90] and Gene Ontology. STRING (SearchTool for the Retrieval of Interacting Genes/Proteins) [91–93] is a database that offers a mix of known, predicted and transferred interactions covering many organisms, also those not (yet) experimentally addressed by high throughput analysis. The reliability of the interactions is also determined by the assignment of a confidence score, where the information sources are gene co-expression, automated text mining and genomic location. A score delivers the confidence gained from association (in Naïve Bayes style) of various evidence sources, which are ‘naïvely’ considered independent on each other, and is calculated as a combined expression of scores for individual instances $S_i$ of evidence: $S = 1 - \prod \left[1 - S_i\right]$. While each type of evidence alone is not sufficient, the integration of several sources of evidence strongly improves predictions of interactions [88].

### 4 Complex Networks Analysis of PINs

In the introductory part, we have illustrated several characteristics that can be observed in networks by applying techniques from Complex Network Analysis. It is worth to point out that we have defined such methods and properties for both undirected and directed networks. Below, we describe findings on the application of the analysis to PINs, which are intrinsically undirected networks, as edges are binding relationships between proteins: there is neither flow of information nor mass between nodes – an edge simply indicates that two proteins bind. As a consequence, one should be careful when applying measures based on distance in the network, such as ‘path lengths’ and related properties, since these could be completely abstract, not allowing for any physical interpretation. The underlying assumption when considering measures involving distance is that an undirected edge between protein A and B corresponds to two directed edges, one from A to B and one from B to A. This assumption of bi-directional flows is incorrect for PINs. Even if some binding events may be accompanied by signal flows (see Section 5), this is not true in general. As shown below, there are several works that investigated PINs using network measures involving paths. However, discovered relationships between such measures and biological properties could be simply due to other network measures that are truly related to those biological properties and correlate with the distance-based measures. Many networks measures are related – if one measure is ‘high’ in a network a related measure is always high as well – but often have different physical interpretation. Knowing the physical nature of PINs should help in selecting the relevant network measures.

#### 4.1 Degree distributions

Several authors have shown that the degree distributions of most PINs are well fit by a power law, indicating that these are scale-free networks in which most proteins have a small number of neighbors while a small number of proteins are hubs; they have a large number of neighbors [69, 84, 94, 95]. Others have found a slightly faster decaying tail, i.e. a power law with exponential decay [80, 96] that shows fewer and smaller hubs than a pure power law would do. If PINs are scale free is thus not clear. In addition, there is currently a hot discussion about the interpretation of the power law observed in the degree distribution of most of real world data. The point in discussion is that real world data are noisy and inaccurate (particularly for the higher degree), incomplete and data are ‘sampled’ from a potentially much wider network. To assess the validity of the power law findings, some authors
demonstrated that sampling from a scale-free network could result in a non-scale-free network [97]. More importantly, it was shown that a power law tail could be observed in networks obtained by sampling from networks having degree-distributions very distinct from power laws! [84]. More precisely, these authors generated four theoretical interaction networks with quite different topologies (random, exponential, power law, truncated normal). A partial sampling of these networks resulted in sub-networks with topological characteristics that were virtually indistinguishable from those of current (partial) PINs. Their conclusion was that, with the current limited coverage levels, the observed scale-free topology of existing PINs could not be confidently extrapolated to complete PINs. Still, they pointed out that it is more likely that the current results are due to the fact that complete PINs are truly scale-free rather than having other degree distributions (see also [69]). The scale-free distribution is not as sensitive to false positives (erroneous links) in the network as they are to false negative (missing links) [98].

Purely scale-free or not, fact is that there are hubs with many more edges than the average degree. It has been computationally shown that networks with scale free degree distributions are more robust against random node removal than ER-networks, and more sensitive to targeted attacks of the high-degree nodes [99]. This observation provides a link between network topology and the phenomenon of robustness of biological systems. This then suggests that highly connected nodes in PINs are more important than lowly connected nodes. Indeed, Jeong et al. [96] showed a positive correlation, though not very large, between node degree and lethality in yeast PIN obtained mostly by Y2H experiments. Knockout mutants missing a gene coding for a high-degree protein were lethal with higher probability than low-degree protein knockout mutants, indicating that hubs indeed play an important physiological role. Other authors [100] showed the existence of a small positive correlation between betweenness centrality and lethality in yeast PIN obtained by combining interactions from the curated databases DIP and MIPS. However, since this measure involves the concept of paths, and paths do not physically exist in PINs, the relationship must be due to a confounding correlation with another network property, such as the degree centrality. However, interestingly they found a certain number of proteins with high betweenness centrality, but low degree. Indeed, no significant correlation between that class and lethality could be found [100], indicating that it is the degree that matters. Han et al. [101] proposed that there are two types of hubs: (i) ‘party hubs’, whose genes are co-expressed with all their neighbors’ genes over many physiological conditions, and (ii) ‘date hubs’ whose genes are co-expressed with only one or few neighbors’ genes in each physiological condition. The latter are thus not true hubs since their degree is low and depends on the physiological state. Other authors have disputed the existence of these categories of hubs [102, 103].

4.2 Node degree correlations

In a pioneer work, Maslov and Sneppen [104, 105] considered yeast PIN from Y2H data consistent of 4549 edges between 3278 proteins. They quantified the correlations between degrees of the nodes and compared these to a null model, in which all links were randomly rewired. They observed what is called ‘disassortative mixing’: links between highly connected proteins were systematically suppressed, whereas those between a highly-connected and low-connected pairs were highly favored. As originally stated by the authors, this effect could have a clear biological meaning: confusing cross talk between different functional modules is much less likely. Moreover, hubs tend not to share their neighbors with other hubs. This may increase the overall robustness by localizing the effects of deleterious perturbations around the hub where disturbances generated [105]. This anti-correlation then provides a certain degree of protection against such attacks. This may also explain why the correlation between the degree of a given protein and the lethality of the mutant cell lacking this protein is not particularly strong [105]. An alternative explanation of these findings is that the hubs act as important central compounds of complexes by holding many proteins together, do not bind to other complex-centers. In addition, few proteins are shared between complexes.

4.3 Hierarchical topology

The hierarchical structure of PIN is extensively investigated (see for instance [69]). Mainly, the idea is that proteins with similar function should be segregated in clusters clearly separated by other proteins. These authors analyzed four different PIN: two based on Y2H datasets and two on curated databases (MIPS and DIP). All networks showed a hierarchical structure, sustained by scale free topology with a hierarchical modularity as evidenced by decaying cluster coefficient for increasing degree. The clustering coefficient was compared with a properly defined segregation parameter, finding that for some functional classes (e.g. cellular communication) proteins stay close together, with a small clustering; proteins interacts with each other but not in a strict way. Other classes, instead, (e.g. cellular organization) tend to stay clustered together. A further characteristic of neighbor proteins in PINs is that they tend to be localized in the same cell region, so that the topology of the network reflects the cell’s physical compartmentalization (e.g. edges between proteins belonging to the mitochondrial matrix are 100 times more probable than by chance). It may then be possible to predict the function of a protein based on its position in the network [106]. For example, if a protein with unknown function has many neighbors with a particular Gene Ontology classification, it is likely to belong to that class as well [55, 107].
4.4 Sub-graph analysis

An exciting result coming from the study of specific sub-graphs in yeast PIN is the work of Wuchty et al. [108]. They showed that specific sub-graphs contain more conserved proteins than by chance. They identified highly conserved proteins by using InParanoid, a database of orthologs [109], and considering conserved all the yeast proteins with an ortholog in all five eukaryotes (H. sapiens, A. thaliana, C. elegans, M. musculus, D. melanogaster). This can be considered as suggestive evidence of the functional biological role of these small sub-graphs, because evolution preserves modules with specific biological function [110].

Another application of small sub-graphs is proposed by Przulj et al. [35, 36] where the authors defined a similarity measure of two networks, essentially based on the 73 graphlet distribution functions, collapsing all these degree of freedom into a single number. In this way they were able to show that almost all of the considered 14 eukaryotic PINs are better modeled by 3-D geometric random graphs than by either ER-networks, BA-networks or hierarchical networks.

4.5 Modular structure and multi-protein complexes

PINs have been shown to have modular structure [111]. An immediate physical interpretation of such modules is that they are multi-protein complexes, but there may be modular structure reflecting additional functional properties of the network [38].

One way to detect protein complexes in PINs are so-called ‘clustering algorithms’ or ‘community detection algorithms’. Several of such methods have been developed and recently have been evaluated [112]. Four algorithms, MCL: Markov Clustering [113, 114], RNSC: Restricted neighborhood search clustering [115], SPC: super paramagnetic clustering [116] and MCODE: molecular complex detection [117], were compared in their ability to ‘rediscover’ the annotated protein complexes listed in the MIPS database. The MCL algorithm simulates a flow on the network, and at each iteration an inflation step is applied to enhance the contrast between strong/weak flow regions. This process converges towards a partition in modules. On the other hand, RNSC is a local optimization search algorithm simply exploring the solution space and attempting to minimize a specific cost function. This objective function is based on the number of intra-clusters and inter-cluster edges. Starting from an initial random state the algorithm subsequently moves a node from a cluster to another, retaining the move if it reduces the cost. To evaluate the robustness of the algorithms to both false positives and negatives, these authors constructed modified networks by randomly removing or adding edges to the original network. Each clustering algorithm was then applied to the altered networks with various parameter settings, and the resulting clusters were compared with annotated complexes. They concluded that MCL is remarkably robust to alteration, while RNSC is more sensitive to edge deletion but less sensitive to the use of suboptimal parameter values. The other two algorithms (SPC and MCODE) performed remarkably weaker over all aspects. A recent algorithm has been developed for pattern recognition and proposed but not yet extensively benchmarked for biological networks [118, 119]. The authors defined a similarity measure between pairs of nodes, then, starting with an initial random sub-network, the nodes exchange information about their similarity with their neighbors. The process proceeds and gradually a set of nodes with higher affinity emerges. The authors claim that the result is quick, accurate and less sensitive to a good choice of the initial data subset. Even if not yet formally compared to MCL, this process strikingly resembles the network flow of the MCL algorithm.

Other authors used the modular structure of networks [38] to assign a ‘role’ to nodes according to two main measures:

(i) z, the relative within-module degree, measuring how well a node is connected to the other nodes inside the module

(ii) P, the participation coefficient, measuring how well the node is connected to different modules.

Looking the distribution of (z, P) values in real networks, the authors envisaged an interesting and useful classification of nodes (Fig. 6). The first subdivision is between hubs (R5, R6, R7 regions of the zP plane), having high values of within-module connectivity z, and non-hubs (R1–R4 regions), having small values of z. Then, the nodes in both these categories are further subdivided with respect to their capability to bridge to other modules: (R1) ultra peripheral-nodes, characterized by very small values of the participation coefficient; (R2) peripheral nodes, still with small values of P. Subsequently, participation increases and nodes start to have more connections: satellite connector nodes (R3), and finally nodes, still not being hubs, are strongly linked to other

Figure 6. Definition of seven regions on the (z, P) plane, enumerated R1–R7. R1–R4 corresponds to non-hubs, which are weakly connected inside the module, while R5–R7 corresponds to intra-modulus highly connected hubs. Depending on the value of P, a further subdivision is done in ultra peripheral (R1), peripheral (R2), satellite (R3), kinless (R4) nodes and provincial (R5), connector (R6) and global (R7) hubs. The Figure is taken from [38].
modules, kinless nodes (R4). The same reasoning applies to hubs, distinguishing between provincial hubs (R5), connector hubs (R6) and global hubs (R7). Their results show that PINs of yeast and worm are dissociative (as shown before [105] for the yeast), but the repulsion is limited to between hubs of type R6 and between R5 and R6, and it does not affect global hubs (R7) at all [38]!

The topologies of PINs have been studied extensively and we presented some of the important results. We now switch to PSNs, another complex network model for proteomics for which recently examples emerged in the literature.

5 Protein signaling networks

5.1 Introduction to protein-signaling networks

Although large-scale high-throughput experimental techniques have greatly increased our knowledge, our understanding of signal processing by cells is still by far incomplete. Multiple PTMs can transform each protein in the proteome into a dynamic and multifunctional unit [120]. Most studies on signaling networks have focused on one particular PTM to decrease complexity. Evidently, combining of data sets from different large-scale approaches will enhance the construction of entire signaling networks. Molecular networks have been constructed based on physical and functional interactions [121–123]. Large-scale analysis revealed signaling events that underlie apoptosis on a systems level [124]. Signal transduction pathways can be modeled at different levels of detail [125, 126] ranging from detailed mathematical models to graphical representations. From such networks, novel therapeutic strategies could be envisaged [127].

Several mathematical models based on ordinary differential equations have been formulated and their parameters optimized to fit experimental observations [128–131]. While studies with such models provide many insights into the dynamics and function of signal transduction pathways, formulating such detailed models is a difficult problem requiring a huge amount of experimental data, which is not commonly available, certainly not at a proteome-wide scale. The first requirement of such a modeling approach is the knowledge of the pathway structure, i.e., which are the targets of kinases, phosphatases, etc. and which reactions are involved. Inferring interaction structure at the proteome wide scale requires an abstraction of signal transduction pathways into PSNs.

We define (consistently with other authors) PSNs as networks in which the nodes correspond to levels of post-translationally modified states of proteins and directed edges to causal effects, indicating that the post-translationally modified state of one protein changes the post-translationally modified state of another. Nodes thus represent quantitative variables, i.e., concentrations of the post-translationally modified states. A wide variety of PTMs have been discovered, of which phosphorylation is the most studied one [132]. Source nodes in PSNs will often be kinases with activating edges pointing out of them, but note that phosphatases (which reduce the level of the phosphorylated state of proteins) could be presented by inhibiting nodes. In PSNs no reactions appear like in the classical diagrams depicting signal transduction pathways. The networks described below almost exclusively involve protein phosphorylation. Ultimately, all PTMs will be included in PSNs as complete models for functional regulation of proteomes.

5.2 Perturbation strategies

Two recent studies outline how PSNs can be obtained in vivo through quantitative experimentation and perturbation analysis. The general idea behind those approaches is simple: components of the system are perturbed (in concentration or activity) and responses of the other components are measured. In this way causal-effect relations can be established, but in a next step one has to distinguish between direct and indirect effects [133]. In a PSN the edges only represent direct causal effects. Santos et al. [134] show a proof of principle on a small network of three interacting human mitogen-activated protein (MAP) kinases (MAPKK, MAPKK and MAPK). These authors employed a perturbation strategy initially proposed to infer the structure of Gene Networks [135, 136] and later adapted for signaling networks [137, 138]. Perturbing the concentration of each of the kinases by RNA interference (RNAi) and measuring the response of the other kinases enabled to solve the interaction structure using a linear algebra approach [135–138]. Interestingly, they could show that the network structure differed upon stimulation by different hormones.

A statistically sound approach is outlined in Sachs et al. [139] who studied a signaling network of 11 proteins. In their approach the systems’ components are specifically perturbed and responses are measured in a large number of replicates (each replicate about 700–900 times) on a single-cell level [139]. Then Bayesian networks are employed to identify the best network model fitting all perturbation data. Comparing the inferred network to the known pathway it was concluded that the inference was highly reliable. The approach was unable to detect the feedback loops owing to the inability of Bayesian networks to discover cyclic dependencies.

5.3 Phosphoproteomics

Novel methods for phosphopeptide isolation combined with mass spectrometric identification of phosphopeptide sequences now enable thousands of phosphorylation sites to be mapped [140, 141]. Quantitative MS-based methods have enabled the measurement of changes of individual phosphorylation sites during a time-course of a particular treatment or during different treatments [140, 142–144]. The resolution is at the site of phosphorylation and each phosphoprotein has on average at least three sites that are phosphorylated [140]. An alternative network representation...
could thus involve individual sites as nodes rather than proteins to allow the connection of individual kinases to specific sites.

The above strategies enable to discover the in vivo active PSNs. Only relationships that are dynamically active in the used experimental condition can be discovered and, as evidenced in Santos et al. [134], the structure of PSNs can widely vary between physiological conditions. Below, we describe in vitro and in silico techniques that allow for identification of all potential interactions in PSNs.

5.4 Chips for protein phosphorylation measurements

As mentioned above, peptide and protein arrays can be used as an approach to obtain PSNs. Both have been used to determine the substrate specificity of recombinant yeast protein kinases [145, 146]. Using yeast proteome chips, Ptacek et al. [145] found that highly related protein kinases phosphorylated different sets of proteins, suggesting that chips are useful tools to identify specific protein kinase substrates. By testing 87% of the 122 potential yeast kinases, 1325 of the 4400 proteins on the array were phosphorylated. Because recombinant kinases are often inactive in absence of their natural activators, kinases can also be applied on the chip as active complexes of different proteins [145]. However, as contextual information is lacking (see below), protein chips are only predictors of potential kinase-substrate connections. In addition, the absence of essential scaffolds or activating signals inevitably leads to false negatives in this approach. False positives might be caused by bringing a kinase artificially close to a substrate that it will never meet in its natural environment. Moreover, protein chips do not provide site-specific information.

Peptide chips have been used to determine proteome-wide kinase activities in animal and plant cell extracts or purified kinases, measured by the incorporation of radioactive ATP or by using phospho-specific antibodies [147–150]. This technique enables quantitative, high-throughput analysis of kinase activities in extracts of cells subjected to a range of conditions against a large number of known in vivo phosphosites [147]. In addition to the false negatives and positives envisaged for protein chips, peptide chips have the additional drawback that essential docking domains spatially separated from the phosphosites may be lacking. This is crucial since kinases such as MAPK specifically bind to their substrates via docking domains that can be located more than 100 amino acids away from the phosphorylation site.

5.5 Computational discovery of PSNs

High-throughput, peptide-based methods allow the screening for phosphomotifs (conserved sequences of amino acids around phosphosites) of individual protein kinases [151]. However, because often multiple kinases share specificities towards peptides in vitro, knowing the phosphomotifs is not enough to couple kinases to phosphorylation sites in substrates. By a novel approach termed NetworKIN, Linding et al. [152] discovered novel PSN by combining knowledge on phosphomotifs with contextual information provided by the STRING network [91–93] (see Section 3.6). Such network information determines at least 60% of kinase specificities, demonstrating its importance for modeling cellular systems [152]. Using only kinase consensus motifs gives a low prediction accuracy, but incorporation of contextual (network) information increases the accuracy by 2.5-fold [152]. The resulting prediction accuracy of more than 60% provides a solid ground for analysis of individual kinase-substrate pairs and for investigations of the global topology underlying signal processing in human cells (de la Fuente, A., Fotia, G., Maggio, F., Mancuso, G., Pieroni, E., Insights into biological information processing: structural and dynamical analysis of a Human Protein Signalling Network. Submitted to Journal of Physics A 2008). Indeed, Linding et al. [152] could verify several predictions by showing novel edges between kinases and substrates within the DNA damage pathway. With further improvement of the STRING resource, accuracy will certainly further increase. In addition to direct protein-protein interactions, STRING also provides indirect protein or genetic interactions, which is important since scaffold proteins play active roles to fine-tune the output of signaling cascades [153]. Including information on PINs to construct PSNs is expected to reveal connections that otherwise would not be found. Indeed, PINs and PSNs largely overlap in the case of kinases and their substrates [145, 154].

Combining peptide and protein chip experiments and the NetworKIN algorithm to connect protein kinases with their potential substrates and quantitative MS-based methods to enable site-specific phosphorylation profiling in time might allow, ultimately, the construction of dynamic PSNs.

6 Complex Networks Analysis of PSNs

Most tools from Complex Network Analysis have been developed for undirected networks. Sometimes directed networks are analyzed ignoring the directions, as if they were undirected. While this simply enables the application of the tools for undirected networks, one has to be very careful, since often it is silently assumed that an undirected edge establishes communication in both directions, thus representing a directed edge in both directions. This is of course a wrong assumption, as in PSNs a clear direction of signal flow is defined. Furthermore, ignoring the knowledge of direction is a loss of information. Most concepts for undirected networks can be straightforwardly adapted for directed networks. For example, as mentioned above, the concept of degree distributions can be extended to in- and out-degree distributions and the concept of cluster coefficients can be extended to up- and down-stream clustering [20]. Such distinctions are crucial since ‘hubs’ with only outgoing edges will be functionally completely different from hubs with only incoming edges or nodes with a high number of both. PSNs...
have not been subjected to Complex Network Analysis at the same extent as PINs. The work of Linding et al. [152] resulted in a human PSN of 1810 nodes and 5189 edges. For this PSN it was shown that the degree distribution again followed the familiar power law. Furthermore it was shown that the clustering coefficient of nodes decreased with their connectivity indicating a hierarchical structure. In their topological analysis they did not take edge directions into account in order to be able to compare the networks properties of the PSN with those of the undirected networks used in the construction process, i.e. the PIN and context network. Most insights into PSNs will of course be obtained when taking directions into account. We expect that soon a large body of literature will appear on Complex Network Analysis of directed PSNs (de la Fuente, A., Fotia, G., Maggio, F., Mancosu, G., Pieroni, E., Insights into biological information processing: structural and dynamical analysis of a Human Protein Signalling Network. Submitted to Journal of Physics A 2008).

7 Additional protein network models

A Protein Homology Network (PHN) is a network in which nodes are proteins from potentially multiple organisms and edges between them are drawn based on a certain degree of sequence homology. Starting from 251 prokaryotic genomes, a PHN of 633 404 nodes was compiled [155] by performing DNA sequence similarity comparison and linking each pair of proteins that exceeded a given similarity threshold. 127 856 proteins resulted isolated, while the others were classified using a modularity optimization into 28 226 PHN-families containing at least two proteins. The largest component identified has 39 321 nodes and $4.4 \times 10^6$ links and showed a clear modular structure. Using such a network approach and comparing the results with manually curated datasets, the authors showed that protein families can be discovered in an unsupervised way, without the need to use any a priori human expert knowledge [155].

Another network is based on Gene Ontology annotation similarity: the nodes are proteins and the edges between them are drawn based on a certain degree of overlap between their Gene Ontology annotations. In a recent paper [156] such a network is compiled for yeast.

8 Concluding remarks

Progress in biology will most certainly require thinking about biological systems as complex networks. We reviewed recent literature on experimental procedures to obtain network models for proteomics, computational approaches to improve their accuracy and how tools from Complex Network Analysis can be used to gain insight in the large-scale organization of such networks.

In particular, we highlighted relationships between network topology and robustness of biological systems. Scale-free networks were demonstrated to be robust towards random perturbations [99], and indeed protein networks fall in this class. Furthermore, there are links between network measures and phenotypic characteristics, such as the observation that knocking out high-degree proteins in general has more severe impact on lethality than knocking out low-degree proteins. We reported that proteins with related functions tend to be connected, giving an instrument to predict functions of unknown proteins [106].

Every network has its own specific issues, both biological and procedural: which physical mechanisms do the edges represent, what is the meaning of undirected versus directed edges, what statistical assumptions have been made to relate nodes, what thresholds have been adopted, etc? All these aspects and many more have to be correctly addressed in order to be able to better explore the characteristics of biological systems behavior. Moreover, the quality of network data could heavily influence findings of Complex Network Analysis [84]. Hopefully, future emphasis will be put on constructing high confidence network datasets, by integrating results from different technologies and heterogeneous information sources, in addition to improved experimentation. In the meanwhile, results should be consistently demonstrated on different datasets [102, 103]. Many important findings of Complex Network Analysis depend on comparisons of the protein networks with null-models: if a certain property in the network under consideration is significantly different from what is expected by chance alone, then this property might have interesting biological implications. Selection of the null-model therefore is a crucial step in the analysis of network topologies [33, 157, 158], and care should be taken before making strong biological conclusions.

In future work, PINs and PSNs could be made dynamic, by including information on protein-protein associations that occur or that are lost during a changing environment. Overlapping PINs and PSNs using NetworKIN or protein and peptide chip experiments will enhance the construction of dynamic models of cellular regulation. Additional layers within these networks are provided by other large-scale studies, such as chemical genetics [159], spatio-temporal analysis of promoter activities [160], RNAi and mutant screens, analysis of other PTMs, and by combining them with transcriptional regulatory networks [145]. Monitoring signaling networks on a single-cell level [161] is expected to lead to the formulation of ever more sophisticated network models. Ultimately, networks including all regulatory events occurring in the metab-olome, proteome and transcriptome will become available for Complex Network Analysis. Although this is not expected to happen in the near future, analyzing networks on the level of the proteome will provide many insights into the functional plasticity of organisms.
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